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Abstract

Mobile Agents represent a crucial part in most agent-based systems. However, very little work has taken place in modelling such systems and, up to now, none of the existing agent oriented methodologies provide concepts and notations to fully capture mobile agents. In this work we are presenting extensions to the Unified Modeling Language (UML) to model mobile agents. We use three different scenarios to illustrate the proposed extensions.

1. Introduction

Analysing and designing complex computerised systems has proved to be a difficult task. Actually, it has been argued [1] that developing software for domains like telecommunications represents one of the most complex tasks humans undertake.

Agent Oriented Software Engineering (AOSE) introduces an alternative approach in analysing and designing complex computerised systems [1,2]. According to AOSE, a complex computerised system is viewed as a multi-agent system in which autonomous software agents (subsystem) interact with each other in order to satisfy their design objectives. AOSE provides designers with more flexibility in their analysis and design. The actual design of the system takes place by specifying a multi-agent system as a society, similar to a human society, consisting of entities that possess characteristics similar to humans such as mobility, and intelligence with the capability of communicating.

However, the concept of a software agent is not uniquely defined. Researchers have given definitions of the concept according to some typical characteristics [3], some operational characteristics [4] or some cognitive functions that agents should implement [5].

One of the most promising features of software agents is mobility. Mobile agents are software entities that can migrate autonomously throughout a network from host to host. This means they are not bounded to the platform they begin execution. Mobile Agents are emerging as an alternative programming-concept for the development of distributed applications [3,6,7]. So far, most of the work on the area of mobile agents has been focusing on the technology itself, and the development of agent frameworks to support mobility.

Many Agent Oriented Software Engineering methodologies have been developed during the last few years [8,9,10]. However, very little work has taken place in defining concepts and notations to capture and model mobile agents. Mobile agents are a crucial part in most agent-based systems and the lack of models to capture them restricts the usefulness of the existing methodologies. Only recently (2001) work was initiated trying to capture mobile agents during the analysis and design stages of the development. Very preliminarily work has been initiated by introducing some concepts to capture mobility at the MaSE methodology [11]. In addition, Klein et al have proposed some extensions to UML for mobile agents [12]. Although, these two works represent an initial approach on modelling mobile agents, more work must take place towards this direction. As proposed by Mouratidis et al [13] an approach to capture the concept of mobile agents, is to introduce concepts and notations (or use existing ones) to give answers to questions that arise from the use of mobile agents such as why a mobile agent moves from one platform to another, where the agent moves to, when the agent moves, and how it reaches the targeted platform.

In this paper we indicate how UML can be used to express agent mobility and we present extensions where might be necessary. Section 2 gives an overview on Mobile Agents, while Section 3 introduces the Unified Modeling Language (UML). In Section 4 we are describing the usage of UML to express mobile agents, and we propose extensions to model characteristics of mobile agents that are not adequately modelled using standard UML. In Section 5 we illustrate the extensions with the aid of 3 different scenarios, while in Section 6 we present related work and the differences of our approach. Finally Section 7 presents directions for future work and some concluding remarks.

2. Mobile Agents

Software Agents can be static or mobile. A static agent executes only in the system where it starts execution. If it needs information from another system or needs to interact with agents in another system, it
uses a communication mechanism such as messaging or remote procedure calling (RPC). A mobile agent, on the other hand, is not bound to the system where it starts execution [14] but it is able to transport itself from one machine to another amongst the hosts of the network. Thus, a mobile agent can move to a system that has the information that the agent wants to obtain. A mobile agent when it transports itself it transports its state and code [15]. The code of a mobile agent is the class code that the agent needs in order to execute, while the state of a mobile agent is the values that determine what the agent will do after it transport itself.

Mobile Agents have been promising in many application domains such as mobile computing, health care, military applications and information retrieval. It has been widely argued [6] that Mobile Agent technology provides many advantages, over traditional techniques, such as reduction of network load, better support of synchronous and asynchronous interactions and reduction of concurrency. For example, a mobile agent can move to a particular location on the Internet to obtain information on behalf of its user. Thus, it accesses the resources locally than sending multiple requests across the network. However, according to [15] the real advantage of mobile agents is the fact that there is no other alternative to all of the functionality supported by a mobile agent framework.

The last few years many researchers are focusing on mobile agents. Research topics on mobile agents include, amongst other, security [16] and communication [6,7]. Another major area of research on mobile agents involves the development of mobile agent platforms [17]. Many different mobile agent platforms have been developed, most of them based on Java. The choice of all those platforms has focused the development of a mobile agent-based system to the implementation stage. The usual approach towards the development of a mobile agent system is to define a mobile agent platform and start implementing the system. Very little or no design of the system takes place. The need to analyse and design a system before its implementation has been identified by many researchers [18,19].

3. Unified Modeling Language (UML)

During the seventies, structured programming was the dominant approach to software development. Along with it, software engineering technologies were developed in order to ease and formalize the system development lifecycle: from planning, through analysis and design, and finally to system construction, transition, and maintenance. In the eighties, object-oriented (OO) languages experienced a rise in popularity, bringing with it new concepts such as data encapsulation, inheritance, messaging, and polymorphism. By the end of the eighties and beginning of the nineties, a jungle of modelling approaches grew to support the OO marketplace. To make sense of and unify these various approaches, an Analysis and Design Task Force was established on 29 June 1995 within the OMG. By November 1997, a de jure standard was adopted by the OMG members called the Unified Modeling Language (UML).

The UML unifies and formalizes the methods of many approaches to the object-oriented software lifecycle, including Booch, Rumbaugh (OMT), Jacobson, and Odell [20]. It supports the following kinds of models:

- **static models** - such as class and package diagrams describe the static semantics of data and messages. Within system development, class diagrams are used in two different ways, for two different purposes. First, they can model a problem domain conceptually. Since they are conceptual in nature, they can be presented to the customers. Second, class diagrams can model the implementation of classes—guiding the developers. At a general level, the term class refers to the encapsulated unit. The conceptual level models types and their associations; the implementation level models implementation classes. While both can be more generally thought of as classes, their usage as concepts and implementation notions is important both in purpose and semantics. Package diagrams group classes in conceptual packages for presentation and consideration. (Physical aggregations of classes are called components, which are in the implementation model family, mentioned below.)

- **dynamic models** - including interaction diagrams (i.e., sequence and collaboration diagrams), state charts, and activity diagrams.

- **use cases** - the specification of actions that a system or class can perform by interacting with outside actors.

- **implementation models** - such as component models and deployment diagrams describing the component distribution on different platforms.

- **object constraint language (OCL)** - is a simple formal language to express more semantics within an UML specification. It can be used to define constraints on the model, invariant, pre- and post-conditions of operations and navigation paths within an object net.
4. Extending UML to Capture Mobile Agents

Compared to the traditional approach to objects, agents are autonomous and interactive. Based on internal states, their activities include goals and conditions that guide the execution of defined tasks. While objects need outside control to execute their methods, agents know the conditions and intended effects of their actions and hence take responsibility for their needs. Furthermore, agents act both alone and with other agents. Multiagent systems can often resemble a social community of interdependent members that act individually.

However, no formalism yet exists to sufficiently specify agent-based system development. To employ agent-based programming, a specification technique must support the whole software engineering process—from planning, through analysis and design, and finally to system construction, transition, and maintenance.

A proposal for a full life-cycle specification of agent-based system development is beyond the scope of this paper. Both FIPA [21] and the Agent UML (AUML) Working Group [www.auml.org] are exploring uses of and recommending extensions to UML. In this paper, we indicate how UML can be used to express agent mobility, as well as express where extensions to the standard UML (AUML) might be appropriate. It must be noticed that the proposed extensions are based on proposed UML 2 meta-structures.

4.1. AUML Deployment Diagram

As it was mentioned, mobile agents have the ability to migrate to different platforms within the network. We define the platform they begin execution as their origin, and the platform they stop execution, after finish their task, as their destination. We define the intermediate path between the origin and the destination as mobility path. To capture mobility paths, origin and destination we are extending UML deployment diagram and we call this extended diagram, an AUML deployment diagram.

In an AUML deployment diagram we capture the mobile agents of the system in a static nature (that means these diagrams do not capture dynamics (such as sequence) of the movement). Such a diagram provides notations to capture the mobile agents of the system, along with their origin, the destination, the platforms they might visit, and the mobile agent’s mobility paths. An AUML deployment diagram provides answers to the why and the where of the before-mentioned questions.

Definition: An AUML deployment diagram captures mobility if for any link that is tagged «moves» the following holds:

- There is a corresponding Mobile Agent (MA) that include the name of the agent, and a stereotype that specifies the purpose of the movement. To indicate the origin of the mobile agent we introduce the stereotype «home». The stereotype «destination» is introduced to specify the destination of the mobile agent. It must be noticed that destination of a mobile agent can be its origin. For example when a mobile agent is sent somewhere, obtain some information and returns back to its origin to report the results. Finally we introduce the stereotype «visitor>> to indicate that the mobile agent visits a platform.

As in the deployment diagrams, nodes can represent types as well as instances of platforms. The mobile agents in each platform are represented as rectangles that include the name of the agent, and a stereotype that indicates the status of the mobile agent (home, visitor, destination). The paths are represented as dashed lines, with the arrows pointing towards the platform that the mobile agent moves to. A double arrow (both sides of the path) indicates the mobile agent moves both directions. When a «destination» tag is not used, it is assumed by default that the MA returns to its home (origin). In addition, in some cases, the mobile agent needs to send some messages to another platform. This is represented with the aid of dotted lines. A message accepts two arguments, the first argument being the platform in which the message has to be delivered and the second being the identification of the MA that sends the message.

For example, let us assume that a professional dispatches a mobile agent to book a ticket for her as shown in Figure 1(a). The Professional Agent might move from the Professionals Laptop to the Reservation System, but also it might move back from the Reservation System to the Professionals Laptop (to get maybe more information about the Professional, which it was not obtained before) so a double arrow represents this path. Another path could be for the Professional Agent to move to and from the Ticket System. However in this example we assume (for the purpose of illustration) that the MA only moves from the Ticket System to the Professional’s laptop and not vice versa, so this path is indicated with an arrow pointing towards the professional’s laptop.

4.2. UML Activity Diagrams

The extended deployment diagram helps to capture the why an agent moves to a different platform, and the where it moves. However it is not very helpful in capturing the when a mobile agent leaves a platform to move to another. This can be captured with the aid of
activity diagrams. The activity nodes model plans, while the transitions model events. The starting point is the moment the agent migrates to the platform and the end point is the moment the mobile agent leaves the platform. The *when* the mobile agent moves from the platform is indicated as a parameter (When: reason) on the transition that leads to the end point (figure 1 (b)).

4.3. AUML Activity Diagram

The previous mentioned diagrams do not capture the dynamics of the mobility and thus fails to provide answers to the how an agent reaches the targeted platform. To give answers to this question we extend Activity Diagrams by using deployment nodes and we call the extended diagram AUML Activity diagram. This diagram helps to capture the dynamics of the mobile agents such as sequence, concurrency, and iteration. For example, from the AUML deployment diagram we can see that the mobile agent Professional Agent might move from the Professionals Laptop to the Reservation System and vice versa, but the AUML deployment diagram does not capture the sequence of the movement, the path that the MA follows, and the decisions that the MA takes in order to follow a specific path.

An extended Activity Diagram provides concepts to capture the sequence of the movement, the detailed mobility path (including the intermediate nodes between the home and the destination), and the decisions that drive the choice of particular intermediate nodes. The starting point of such a diagram is the despatch of the Mobile Agent from its home platform, and the destination point is either the return to its home platform or a platform in which the mobile agent finishes a particular task. In the case in which the agent returns back to its home, the starting and the destination points of the diagram are the same. The path of the mobile agent from the starting point to the destination is decomposed in different nodes that this agent might visit while trying to reach the requested platform (the platform that has the requested information). UML diamond notation is used to capture cases where the agent has to decide from a different number of nodes to visit (basically this is the case in which the designer is not sure about the path that the MA will follow in order to reach the requested platform). A simple diamond means there are only two possible nodes that the agent can move to, while a diamond with … (3 dots) means there are n possible nodes that the MA might choose from. Every time a diamond is indicated the designer must provide the agent with knowledge to decide which node it will move to. This knowledge is defined in terms of statements, such as *use the node with less traffic*. During the implementation stage these statements will be converted to code and they will be added to the knowledge database of the mobile agent (its beliefs).

Figure 2 illustrates the concept of such a diagram. A MA is dispatched from the professional’s laptop. It moves from «home» to node 1. Then it has the option to move either to node 2 or to node 3. Let us assume it moves to node 2. There it has to decide from a different number of nodes (the number is not known to the designer). As it was mentioned above, this decision will be based on the knowledge of the agent, which has been indicated by the designer in terms of statements. After choosing a node, it finally reaches its destination. It must be noticed that throughout the path, the agent might find it useful to return to a previous node, in other words the mobile agent is moving to a node that has previously visited. We define this as the return path of
the mobile agent. This can happen in cases in which the agent needs to get more information from the previous node, the judgment about choosing a particular node was not correct, or in case of **Bounce Failure** (the case where a MA tries to move to a particular platform but it is bounced off\(^1\) (by the platform)). This is illustrated in the diagram with the aid of dashed arrow lines. In addition, in some cases a MA goes to a destination platform, it obtains some information, but instead of returning with the information on its home platform, it sends a message with the results (either in its home platform or another platform). This can be illustrated in this diagram with the aid of a dotted line and a statement that has two arguments, the first argument being the platform in which the message has to be delivered and the second being the identification of the MA that sends the message.

### 5. Scenarios

The following section illustrates with the aid of different scenarios the extensions introduced on the previous section.

---

\(^1\) Reasons for Bounce Failure include (amongst others): (1) the Mobile Agent platform on the destination address is not operational; (2) the machine that the agent is moving from is isolated from the rest of the network; (3) The Mobile Agent Platform denies the move because of security or operational reasons.

---

5.1. Scenario 1

A Mobile Agent (MA) moves (without moving to any intermediate node) to a platform (location depended information – location depended information means the agent will move to a particular instance) to retrieve some information and it returns to its original platform.

**Real life application related to this scenario:** A salesman despatches a Mobile Agent (MA) from his laptop to his **Company Server** to get information about his diary. The MA returns back with results.

We are using the extended deployment diagram proposed in the previous section to capture the mobility paths, **origin** and **destination** of the MA (figure 3). The same notation (underline) used in UML for capturing instances is employed here.

Thus we can see from the diagram that the agent’s **origin** is the Salesman’s laptop and it moves to the **Company Server** in order to obtain the salesman’s diary information. However, the above diagram is only a static representation. We also need to show the dynamics of the agent. Thus, we are using the proposed diagrammatic solution of the extended activity diagram with deployment nodes (figure 4). This diagram shows the detailed path that the mobile agent follows in order to reach the targeted platform (**Company Server**).

In addition, we need to show the **when** the MA will leave the **Company Server** and return to the Salesman’s laptop, in other words we need to show the activity of the MA on the company server. From the moment it starts execution, until the moment it migrates back to the Salesman’s laptop. This can be captured using activity diagrams (Figure 5). The following diagram (figure 5)
shows that the mobile agent, when in the company server, first tries to locate the diary information. When it obtains the diary information, it migrates back to the salesman’s laptop.

5.2. Scenario 2

A MA moves to a platform (non location depended information) to retrieve some information and returns to its origin.

**Real Life Application:** A traveller despatches a mobile agent to retrieve information about the weather.

In trying to capture the *mobility path* of the MA, differently than the previous scenario, in this scenario the MA is not looking for a specific instance of a platform but for a type of a platform as shown in figure 6.

Although, the *AUML deployment diagrams* of this and the previous scenarios seem similar, many differences become obvious when trying to model the *detail mobility path* (sequence of the movement) of the MA using an *AUML activity diagram* (Figure 7). In
trying to move from the traveller’s laptop to the Weather Server, the traveller agent might have to go via other nodes of the network. At the design stage we might not know how many nodes or what kind of nodes the traveller agent might visit but we know the reasons why the traveller agent will choose to visit a particular node over another.

In this scenario we have assumed that the traveller agent moves to node 1 from the traveller’s laptop. In trying to move further to the network it has to choose from a range of nodes (2…n). The diamond with … (3 dots) in the middle means there are options from node [node the agent currently is +1] to node n. Thus, in our example there are options from node (1+1=2) to node n. The statements that make the agent choose a particular node over another must be indicated. In our scenario could be statements such as choose node with less traffic. It is important to note here that for each diamond appeared in the diagram, rules must be stated that affect the agent’s decision. After moving through these nodes, the traveller agent reaches its destination node Weather Server. When it gets the information it returns to its origin. The dashed arrow lines used in the figure indicate the return path of the mobile agent.

The next step is to capture the activity of the MA in the Weather Server (figure 8). The MA starts execution in the Weather Server. First it tries to locate the requested information, and then to obtain it. When the MA has the requested weather information, it migrates back to the traveller’s laptop.

5.3. Scenario 3

A MA moves to a platform and retrieves some information. Then it visits another platform and retrieves different information. Finally it moves to a third platform negotiates with agents on the platform and sends the results of the negotiation back to its user using a message.

Real Life Application: A traveller despatches a mobile agent to book her flight tickets. The agent first contacts the air-company reservation system to enquire about ticket prices, then it visits the traveller’s bank server to get authorisation to pay for the ticket, and then
visits the air-company’s booking system to book the ticket and pay for it. It then sends a message to the traveller with the flight details.

An AUML deployment diagram is employed to capture the origin, the mobility path and the destination of the Traveller Agent (TA). The TA first visits the Reservation Server, to obtain ticket information. Then it moves to the Bank Server to obtain payment authorisation and then it moves to the Booking Server to book the ticket. The booking server is the destination of the TA. In addition, the TA sends a message to the traveller to inform her about the booking details. The AUML deployment diagram of the system is shown in figure 9. Double arrow paths are indicated since we assume that the agent might need to move between the servers backwards in order to obtain some information that it is missing. For example, while in the Reservation Server, the TA might not be able to find an available flight within the traveller’s proposed dates. Thus the TA will move back to its home and obtain a new set of proposed dates. It is worth mentioning that the Booking Server is considered to be the destination of the TA, so the tag destination has replaced the tag visitor in this platform.

When the designer knows the origin, mobility path and destination of the Traveller Agent, the next step is to indicate the dynamics such as the sequence of the movement, details of the path that the TA will follow, and the decisions that the TA will take in order to reach its destination (Figure 10).

Trying to move from the traveller’s laptop to the Reservation Server, the Traveller Agent has to decide which path it will follow. Although at this stage the designer might not know if the agent will go to node 1 or node n, knowledge can be given to the agent to help in the decision. This knowledge, as previously mentioned, it comes in the form of statements. These statements will be implemented during the implementation stage to the agent’s knowledge database (its beliefs). As an example the following statements can be used to determine the node selection in our example.

1. Use node with less traffic
2. Use node with less round trip
3. Use node of a particular type

It must be noticed that the rules in a decision statement must be outlined in terms of importance. Thus in our example, the agent first will check for the node with the less traffic. If it finds for example two nodes with exactly the same traffic, it will proceed to the next rule and so on.

When the agent will try to move from the Reservation Server to the Bank Server, it has again to decide which node to follow. This decision, might be taken by considering the rules that already have been defined, or the designer might add some rules according to the type of information and knowledge the TA will have gained from the Reservation Server. When the TA arrives at the Booking Server, it sends a message to its home. This message takes two parameters. The platform that the message will be delivered and the name of the agent. The message is illustrated in figure 10 as a dotted line.

So far we have captured the origin of the TA, why the TA moves from one platform to another, the platforms it will visit, its mobility path, indicating rules for helping TA to choose a node over another, and also its destination. However, we have not capture when TA moves from a platform to another, and the activities on each platform.
TA visits three platforms, the Reservation Server, the Bank Server, and the Booking Server. Thus three activity diagrams are employed to capture the activities of the TA in each of the platforms.

When the TA starts execution in the Reservation Server, it tries to identify tickets according to the proposed dates specified by the traveller. When such a ticket is found, it obtains more information about it, such as airline, price and so on. When it has obtained all the necessary information, it migrates to the Bank Server. Figure 11 shows the activities of the TA in the Reservation Server. It must be noticed that we have assumed (for reasons of simplicity) the TA finds a ticket available for the proposed dates.

When the TA leaves the reservation server, it will migrate to the Bank Server. In the Bank Server the TA requests an authorisation to pay the available ticket. When it gets the authorisation, it migrates to the Booking Server. We have assumed (for reasons of simplicity) that the authorisation is given to the TA. The activities of the TA in the Bank Server is shown in figure 12.

Finally the TA reaches its destination. It checks if the ticket is still available, and it starts the booking and payment procedures. When the ticket has been booked the TA sends a message to the traveller to inform her that the ticket has been booked and also it provides the details of the ticket. This is shown in Figure 13.

6. Related Work

Research on providing concepts and notations in order to model mobile agents is very limited. As a matter of fact, the authors are aware of only two attempts.

In the first work [22], the MaSE [11] methodology was modified to allow for the analysis and design of multiagent systems using mobile agents. Different options for integrating mobility into the analysis and design phases of the methodology were examined and transformations were defined both for the analysis and design phases. The extensions were justified with the aid of an example scenario.
In addition, Klein et al have proposed some extensions to UML for mobile agents [12]. In this work, they are extending the Unified Modeling language by providing some language concepts to model mobility during the analysis and design stages. Klein et al have partially extended the UML notation by introducing a number of different stereotypes that can be used on modelling mobile agents. The proposed extensions have been demonstrated using a prototype implementation of an advanced telecommunication system. It must be noticed, that the proposed concepts are mainly based on notation specific to the Grasshopper [www.grasshopper.de] mobile agents platform.

Differently than the above two approaches, in our work we have decided to provide more generic extensions that can be applied to many different cases and are not specific either to a methodology or a mobile platform.

7. Conclusions and Future Work

In this paper, we have indicated how UML can be used to express agent mobility, and we have also introduced extensions to the standard UML where appropriate. Our work involves extensions at the Deployment and Activity diagrams of UML to model issues related to mobile agents such as why a mobile agent moves from one platform to another, where the agent moves to, when the agent moves and how it reaches the targeted platform. The proposed extensions have been demonstrated with the aid of three different scenarios.

However, this work is by no means complete. More work is required in order to further justify the concepts and notations we are using in our extensions. In doing so, the proposed extensions must be employed in modelling different kind of systems and applications.

In addition, the need for a systematic approach towards the choice or not of mobile agents on a particular system have been recognized [12]. We are working towards this direction in order to provide a complete systematic process that will help developers to justify the reasons behind the choice or not of mobile agents at the development of a specific agent based system. The choice or not of mobile agents should be based not only on general advantages or disadvantages of the mobile agent technology but also on rules that will determine whether mobile agents should be used and with what functionality.

Also, concerns related to security are increased when using mobile agents. Thus, another important direction for future work is the definition of security on the analysis and design of mobile agent systems.

Taking into consideration the above-mentioned issues for future work, we believe it will advance current agent oriented methodologies and will provide designers with more functionality in developing agent-based systems.
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